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1 Context & Problem statement

RePlanlT started from the observation that business IT hardware is only used for three to four years on
average. This is not sustainable, especially in combination with the ongoing digitalization of business
processes. The pressure on the environment, CO; emissions (including embodied energy) as well as
supply risks to our digital infrastructure are getting bigger and bigger. The digital transition is competing
with the energy transition for critical metals.

It is a known fact that we can reduce the demand for IT hardware if we could keep the existing hardware
in use for a longer time. However, decision makers in business IT lack real-time, data driven decision
support systems to steer on life time extension, environmental impact and supply security.

1.1 Project Goal & Approach: Dynamic Product Passport based Resource Planning &
Configurating to extend life of ICT hardware

Main goal of RePlanlT is to develop products and services that help organizations to extend the life time
of their ICT hardware, especially for organizations that use a lot of ICT hardware. This is the most
effective way to prevent new ICT hardware from having to be made as well as preventing a huge
amount of e-waste. Therefore, this will help the digital transition as well as reducing environmental
impact.



We do so by creating:

e Dynamic Product Passports, where dynamic usage data is combined with static hardware data
e Circular Resource Planner, where ICT hardware decision makers get advice on alternative
scenarios for how to manage the life cycle of their ICT hardware, including quantitative
evaluation
e Circular Resource Configurator, where ICT hardware decision makers can get advice on
alternative configurations for groups of hardware (e.g. for server parks) and insights into
available refurbished equipment
— ~N o
Digital Product Passport Circular Resource Planner
(Current score circular KPI's: h /Strategles for optimizing: A
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Figure 1: schematic overview of the prototype as planned

1.2 System size: business IT hardware consumes a huge amount of materials and

electricity
Ecological footprint of ICT is growing rapidly though digitalization. Production and use of ICT are
currently responsible for 3-6% of global greenhouse gas emissions (comparable to the cement industry).
Researchers predict an increase of 14% in 2040 if no sustainability interventions are made.

Circular strategies aimed at extending life of ICT hardware don’t get enough attention, as most
initiatives focus on energy performance in use phase, or recycling strategies at end of life.

Researchers estimate the production phase of a server to account to 20-75% of the total GHG-emissions
of a server. For laptops, the energy impact of the production phase is even 60-80% of the total energy
consumption of a laptop. Extending life has more impact on carbon emissions than replacement by
more energy efficient models.

To explore how we can tap into this huge potential for CO2 reduction, the project aimed to make direct
impact within two organizations that would test out the prototypes of the Dynamic Product Passport,
Circular Resource Planner and Circular Resource Configurator. Based on the figures for IT hardware
usage before the start of the project, the potential was initially calculated to be as follows:



Reducing e-waste by re-use and life-extension of IT hardware

shows large potential impact for Gemeente Amsterdam and

AMSTERDAM INSTITUTE FOR = H
ADVANGED METROPOLITAN SOLUTIONS Rijkswaterstaat, plus a huge repeat potential
i Raw materials saving: 13,19 tons/year For hardware owners:
o For servers:, @ ~ € 1440 / ton server waste o Insights & reporting on e-waste & related carbon emissions
o For project, raw matl’s saved: € 19k per year o Decision support for direct reduction
o Raw material value is expected to increase o Support for adding e-waste related procurement specifications

For TU Delft scientists:
. o Innovative use of Al / data models to optimize hardware lifetime
m CO; reduction: ) 2,4 Mtonlyear o Validated data model for dynamic product passport
o @~€90/tonin EU o Insights into IT hardware decision making and the effect of
o € 216k yearly value of CO,

R ! tooling on that decision making
o CO, price is expected to increase

L . For involved commercial parties
|j Repeat potential : 367 times o Working and re-usable prototype(s)

o Solution fit validation based on real life use cases
o Market fit validation based on two organizations

Figure 2: overview of impact and innovation potential

1.3 Recommendations for development and implementation of digital product passports

Based on the prototyping, use cases and tests, and scientific research in the RePlanlIT project, the
consortium has the following recommendations for the development and implementation of digital
product passports for IT hardware:

1. Promote Ontology Reuse:

e Build on existing open-access ontologies wherever possible to reduce redundancy and enhance
interoperability.

e Ensure that any new developments align with established best practices for ontology
engineering, such as modular design and adherence to FAIR (Findable, Accessible,
Interoperable, Reusable) principles.

2. Standardize Data for Digital Product Passports (DPPs):

e Advocate for a unified European standard for DPPs, leveraging the RePlanIT ontology as a
foundational model for ICT-related devices.

e Encourage collaboration with stakeholders to define what data elements are essential for
DPPs, ensuring they meet industry and regulatory requirements.

3. Facilitate Interoperability Across Domains:

e Use the RePlanIT ontology to bridge ICT, materials, and circular economy domains.



Collaborate with other projects and organizations to align the RePlanIT ontology with upper-
level and domain-specific ontologies, creating a shared framework for circular ICT practices.

4. Invest in Ontology Maintenance and Scalability:

Establish a roadmap for regular updates to the RePlanIT ontology, particularly as new data
types or use cases emerge.

Secure funding or partnerships to maintain the ontology and related tools, ensuring their long-
term utility and relevance.

5. Encourage Transparency and Open Access:

Make the ontology and associated tools publicly available with comprehensive
documentation, using platforms like GitHub or WIDOCO (Widely-Used Ontology
Documentation Tool).

Provide APIs and user-friendly interfaces to make ontology-based tools accessible to non-
expert users, encouraging adoption across industry and academia.

6. Support Data Sharing and Privacy Compliance:

Address data privacy and security challenges by embedding compliance mechanisms (e.g.,
GDPR) into the ontology and its applications.

Develop policies to encourage data sharing while respecting intellectual property and privacy
concerns, potentially through decentralized data-sharing approaches.



2 Project approach — goals, partners, timeline
RePlanIT project ran from 1-6-2022 to 31-8-2024 and consisted of 5 work packages, detailed below.

Work package 1: Dynamic Product Passport ICT hardware
Goal: Develop and validate a prototype of a scalable and dynamic circular product passport for ICT
hardware (DPP).

Work package 2: Circular Resource Planner for ICT hardware
Goal: Develop and validate a prototype of a Circular Resource Planner (CRP) for ICT-hardware, with
Laptops and Dataservers as use cases. The CRP aimst to make the information from the DPP (WP1)
accessable to ICT service providors (suppliers and/or internal service providers) and refurbishers. This
system enables them to report and steer on circular KPI's, by

a. Predicting the timing and necessity of maintenance, refurbishment or upgrading

b. Determining the rest life time of specific components

c. Developing (phased) circular design- and replacement strategies on system level

Work package 3: Circular Resource Configurator

Goal: develop and validate a prototype of a Circular Resource Configurator (CRC) voor ICT-hardware,
with Laptops and Servers as use cases

The CRC aims to use the data from DPP (WP1) and predictions from CRP (WP2) to give an overview of:
1. Rest life time and planned upgrades from ICT hardware assets within an onganisation
2. Available and soon-to-be available hardware assets on the market

ICT service providers and refurbishers can use this to help fulfill the demands for hardware configurations
conform the circular strategies from the CRP (WP2).

Connection to the ICT decision makers is crucial — the CRC needs to integrate the requirements for
acceptance and trust from the user research (WP4).

Work package 4: Requirement trust, behavior and acceptance in the business market

Goal: Research into what prevents the adoption of circular ICT solutions within the business market and
how the adoption can be enhanced with the RePlanIT system. Research into the requirements, behavior
and acceptance will be used in an iterative design process for the different prototypes, so ensure
adoption by different user profiles. Development of prototypes will be partially based on the knowledge
from this work package.

Work package 5: Knowledge management and project lead

Goal:
1. Knowledge integration within the project and dissemination of project results to external parties,
enabling continued development and scaling up of new services
2. Content management and administrative management of the project



3 Overview of what was realized

In this chapter, we explain in detail what we were able to achieve. We do this first from the perspective
of the prototypes, as the working prototypes are, next to the scientific papers, the most tangible direct
results of this project. In the schematics in the first paragraph of this chapter, an overview is given of
what prototype-features we were able to realize. In the second paragraph, we show this again but then
per work package. There you can read for each work package what we achieved.

3.1 Feature realization overview of the prototypes

During this project, the prototypes were developed iteratively, as is common in software development
and R&D. The final prototypes are the end-result of multiple iterations, where on several occasions an
iteration has lead to adjustment of the development activities. The end result is described below,
showing the interpretation of the features that were described in the original project plan —first
zooming in on the laptop prototype, then on the server prototype and finally on the field labs:

Figure 3: Laptop Prototype overview

Overview of Laptop Prototype
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Figure 4: Server Prototype overview

NS

A METROPOLITAN

OLUTIONS

WP1: Dynamic Product Passport ICT

WP4: l I

Overview of Server Prototype

/

Realized

v Design of data ontology

v Server passports for use case servers

v Machine learning based predictive
maintenance

v Machine learning for circular strategies

Alternative realized (A) or not feasible (X

Data interface OEM suppliers

Data interface hardware IOT

Data interface ICT mgt system

(whole server park in system)

Material composition data of components

WPS5: Kennis-
Vertrouwen, ‘ en project- v Rest life duration for servers, based on X Server after end-of-life scenario’s
gedrag & ¥ leidin trade-off Production Phase emissions vs. X Rest life duration for components
acceptatie il Use Phase emissions and energy use X On system level, strategies for circular
WP2: Circular Resource Planner - v Replacement scenario advice design
ﬁ v Circular, sustainability and business
: KPI’s for reporting and decision making
v' Snap-shot overview of server A Real-time overview of server park
WP3: Circular Resource Configurator \ park(status, rest life time), proof of (status, rest life time, planned upgrades)
H concept for organisations and DaaS fleet for organisations and DaaS fleet owners
‘ owners A Overview of (soon to be) available
< . | = [Extra Scenario advice for energy settings and hardware for refurbishment for
_ RePlanit prototype 4 reduction of overcapicity on server park organisations and Daas fleet owners
\ g level X Enabling circular product offering
; 4 v Advice on strategies for circularity and X (Optional) Facilitating selling, renting or
environmental impact on server park sharing between organizations
level
v Overview of available refurbished
hardware
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3.2 Overview of the realization per work package
Table 2: overview of realization per work package (table 1 not available in public report)

Work Package

Realized

Alternative realized or not feasible

1.1 Indicatoren en databronnen
DPP

Sufficient hardware LCA data
was found

Relevant indicators were
identified

Dynamic usage data for
servers was secured, however
with extreme delay, only a
month before original end of
project

Material composition data was
not sufficiently available, this
was only found and included
for a few example devices
Critical material content: no
device-specific information
was available

These aspects were, however,
covered in the ontology,
making the DPP
implementation-ready

1.2 Stakeholder mapping en
product journey mapping

Relevant mapping was
completed

1.3 Systeemontwikkeling prototype

DPP

Datamodel / ontology
Functional back-end prototype
APl interface to front end
Dynamic Product passports for
laptops were created

Dynamic Product passports for
servers were created

Data from ICT management
systems of end-users was
collected and added in single
batch

Internet-of-Things data for
servers (batch loaded, not real
time)

Predictive maintenance and
machine learning research for
Servers

Real time interfaces with
systems of ICT suppliers
(OEMs) — they were not part of
consortium and there was no
interest. Public hardware data
from OEMs was used.

Real time interfaces with ICT
management systems of end-
users —there was no interest
in making it real-time. We
used data dumps as
alternative

Internet-of-Things data for
laptops was not available
because of privacy and
security reason

Predictive maintenance advice
for servers: this was created,
but there were not enough
break-downs or replacements
in the (extensive) data sets to
predict maintenance in a
useful manner

1.4 Test and validation program
prototype DPP

Laptop use case validated and
tested

Partial testing and partial
validation of Server use case;
non-machine-learning features
only

Testing and validation of
server use case was limited:
machine learning research
started late and data covered
too little time. We ran out of
time for proper testing &
validating of the prototype.
For the non-machine-learning
features, the testing &
validation has been done

11




Work Package Realized Alternative realized or not feasible
1.5 Validation and continued e Llaptop use case validatedand | ¢  For the non-machine-learning
development of DPP tested features, the testing &

e  Partial testing and partial validation has been done, but
validation of Server use case: as stated above full testing was
non-machine-learning features not possible.
only

2.1 Specs prototype CRP e Fully realized

2.2 System development prototype

CRP

NB: CRP and CRC were developed
as one integrated tool

Laptop prototype was
developed
Server prototype was
developed

Realized features:

a.

b
c.
d

Laptop replacement scenario

. Laptop refurbishment scenario

Laptop life-time extension scenario

. Circular, sustainability and business KPI’s

for reporting and decision making

. On system level, strategies for circular

replacement
Expert advice for best-choice

. Rest life duration for servers, based on

trade-off Production Phase emissions vs.
Use Phase emissions and energy use

. Replacement scenario advice

Rest life duration for servers, based on
trade-off Production Phase emissions vs.
Use Phase emissions and energy use
Replacement scenario advice

. Circular, sustainability and business KPI’s

for reporting and decision making

Alternatives (A) realized or features

not realized (x):

x laptop after end-of-life scenario’s —
no need for this at field lab
organizations and not possible with
the available data

A Rest life duration for product and
components (laptop and servers).
This was realized for whole laptops

x Condition Based Maintenance: lack
of data for laptops, lack of
breakdowns in data for servers

x Server after end-of-life scenario’s —
not possible within the scope of the
use case and no clear need for this
from ICT hardware owners

A On system level, strategies for
circular design — this was done for
sever parks, where we identified
server park design strategies for
replacement and capacity

2.3 Test and validation program

prototype CRP

Laptop use case validated and
tested

Partial testing and partial
validation: non-machine-
learning features only

e  Full testing and validation of
server use case: machine
learning research started so
late and data covered too little
time. We ran out of time for
proper testing & validating of
the prototype. For the non-
machine-learning features, the
testing & validation has been
done

e It proved impossible to find
server fleet owners that were
willing to test the protoypes
within our network within the
timelines of the project.

2.4 Validation and continued
development of prototype CRP

Laptop prototype was
improved base on testing

e Server prototype testing was
done near end of project and
no further development was
possible

12




Work Package

Realized

Alternative realized or not feasible

3.1 Specs prototype CRC

e  Fully completed

3.2 Customer journey re-use
hardware

e Completed, based on a best-
practice Device-as-a-Service

3.3 System development prototype
CRC

NB: CRP and CRC were developed
as one integrated tool

e Laptop prototype was developed
e Server prototype was developed
Realized features:

a. Proof of concept for current
overview of laptops and rest-life,
with 4 laptops in real life case

b. Snap-shot overview of server park
(status, rest life time), proof of
concept for organisations and DaaS
fleet owners

c. Scenario advice for energy settings
and reduction of overcapacity on
server park level

d. Advice on strategies for circularity
and environmental impact on
server park level

e. Overview of available refurbished
server hardware

Alternatives (A) realized or features

not realized (x):

A Current overview laptop fleet
(status, rest life time, planned
upgrades) for organisations and
Daas fleet owners — proof of
concept created based on 4 laptops.

A Overview of (soon to be) available
Laptop hardware for refurbishment
for organisations and DaaS fleet
owners — proof of concept created
based on 4 laptops

A Capitalisation of rest value of
laptops and enabling circular
product offering — extended life
potential was visualized

A Real-time overview of server park
(status, rest life time, planned
upgrades) for organisations and
DaaS fleet owners — data dumps
were used as alternative to real time
data

A Overview of (soon to be) available
hardware for refurbishment for
organisations and DaaS fleet owners
— proof of concept was realized

x Capitalisation of rest value of servers
and enabling circular product
offering — not possible with the
available data and insufficient
interest from server park managers

x (Optional) Facilitating selling, renting
or sharing between organizations -
Not possible to realize optional
features within the time and
resource constraints of the project

3.4 Test- en validatie program See 2.3 See 2.3
prototype CRC
3.5 Validation and continued See 2.4 See 2.4

development of prototype CRC

4.1 Requirements for adoption and
acceptance RePlanIT

e  Fully realized

4.2 Interviews ICT decision makers,
on drivers and roadblocks

e  Fully realized

4.3 Interviews ICT decision makers,
on drivers and roadblocks

e  Fully realized

13




Work Package

Realized

Alternative realized or not feasible

4.4 Input for design strategies
RePlanIT system

e  Fully realized

4.5 Evaluation user experiences
RePlanIT system

e Realized for Laptop decision
makers

e Realized for server fleet
owners, excluding machine
learning results

e  Full scale Laptop user testing
within test organizations,
integrated in daily use — this
was not feasible or useful.
Single tests were sufficient.

e  Full user test for servers: the
prototype was finished too
late into the project. Also, full
integration in daily use was not
feasible, nor was this deemed
useful by asset owners.

5. Knowledge management and
project management

e  Fully realized

14
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4 Dynamic Product Passports for Laptops and Server hardware
4.1 Stakeholder & Product Journey Mapping

User journey mapping for the Laptop prototype
In this work package we investigated the following questions:

e What would be the reason to use the RePlanIT tool for laptops?
e What functionalities would the tool offer for different scenarios?

This resulted in a journey map, which is shown below. The scheme shows the different paths that a user
could follow and what the resulting action can be. This journey formed the basis the prototype design.

Figure 6: journey map Laptops
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User journey for procurement of business ICT hardware
We also made a journey map for the procurement of hardware — see the scheme below. The thought

behind this scheme is that a procurer can use ReplanIT tool to include sustainable product specifications

into a tender or supplier selection criteria, in order to steer towards the procurement of sustainable

products. This map was used as input for the design of the prototype, telling the designers which type of

user would be using the tool in which phase.

Figure 7: journey map for procurement of business ICT hardware

4.2 Indicators & Data

For the Dynamic Product Passport and subsequent user tools, a selection of key performance indicators
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is made that allow users to make informed decisions. Both sustainability indicators and business
indicators are included, so users can see the impact of different scenarios on the sustainability
performance and the financial consequences.

Indicators for Laptops that were integrated in the RePlanIT DPP

Table 3: indicators for laptops

Indicator (unit)

Description

Carbon footprint production (kg CO,
eq.)

The climate impact or the amount of GHG emissions
emitted during production of the product.

This data can be obtained from the manufacturers’ EPD.
When no EPD is available, the product can be excluded
from the selection tool (or a fictional high carbon footprint
could be assigned).

Carbon footprint use per year (kg CO,
eq./year)

The climate impact or the amount of GHG emissions
emitted during use of the product. This data can be
obtained from the manufacturers’ EPD. When no EPD is
available, the product can be excluded from the selection
tool (or a fictional high carbon footprint could be
assigned).
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Carbon footprint first year (kg CO; eq.) = Carbon footprint production + Carbon footprint use per
year

Circularity (%) The degree to which the flow of resources fits a circular
economy, with 100% circularity reflecting a product-
system that requires no virgin materials (input side) and
generates no waste (output side).

=100% - (M%virgin + M%wasted + M%downcycled + M%scrap)/z

Where M% is the mass percentage of materials.

Only limited data on the composition of products is
currently publicly available. When no data is available, the
manufactured product is assumed to have 0% circularity.
When recycled materials are used, and when components
or products are reused (e.g. in remanufacturing), the
circularity score can be calculated for the specific scenario.

Virgin materials (kg) The amount of virgin materials in the product.

Only limited data on the use of non-virgin materials is
available from a few manufacturers. When no data is
available, the entire product is assumed to be
manufactured from virgin resources.

E-Waste (kg) The number of kilograms of electronic material that
ultimately becomes waste. This is equal to the weight of
the electronic product minus the portion that is
refurbished, remanufactured or recycled after use.

Sales price (€) The product price (for the organization)

Carbon footprint costs production (€) = Carbon footprint of production * Carbon footprint price.
The latter is currently set per organization.

True costs (at purchase) (€) = Sales price + Carbon footprint costs production

Contains critical materials (yes/no) This indicator reflects whether critical materials are

contained in the product. As soon as data becomes
available on the amount of critical materials per product,
this unit could be expressed in kg/product.

Indicators for Servers/Datacenters that were integrated in the RePlanIT DPP

For servers/datacenters, similar indicators are used. Terminology is tuned towards the target audience
(e.g. GHG emissions instead of Carbon footprint). Because energy use is a dominant variable for this
product category, also the use (MWh) and costs (€) are included as key performance indicators, next to
the GHG emissions that result from the use of electricity.

Table 4: indicators for Servers/Datacenters

Indicator (unit) Description

GHG emissions (kton CO; eq.) The climate impact or the amount of GHG emissions emitted
during production, transportation, use
phase, and disposal of the product.
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GHG costs (€)

= GHG emissions * GHG price. The latter is currently set per
organization.

Virgin materials (kg)

The amount of virgin materials in the product.

Only limited data on the use of non-virgin materials is
available from a few manufacturers. When no data is
available, the entire product is assumed to be manufactured
from virgin resources.

E-waste (kg)

The number of kilograms of electronic material that
ultimately becomes waste. This is equal to the weight of the
electronic product minus the portion that is refurbished,
remanufactured or recycled after use.

Circularity (%)

The degree to which the flow of resources fits a circular
economy, with 100% circularity reflecting a product-system
that requires no virgin materials (input side) and generates
no waste (output side).

=100% - (M%virgin + M%wasted + M%downcycled + M%scrap)/z

Where M% is the mass percentage of materials.

Only limited data on the composition of products is currently
publicly available. When no data is available, the
manufactured product is assumed to have 0% circularity.
When recycled materials are used, and when components or
products are reused (e.g. in remanufacturing), the circularity
score can be calculated for the specific scenario.

Electricity use per year (MWh/year)

The electrical energy used by the product, under average
usage, per year.

Electricity costs (€/year)

= Electricity use per year (MWh)* electricity costs (€/MWh)

4.3 Data management

This section presents the data management plan for the data used in the Laptop prototype and the

Server prototype.

4.3.1 Data Collection

The focus of UC1 are laptops, their hardware components, material composition and their
sustainability characteristics. To represent a detailed specification of this data, RePlanIT has built
a semantic model in the form of an ontology. The RePlanIT ontology is used as the basis of the
dynamic product passports (DPPs) developed in work package (WP) 1 and is the main specification
of the collected and used data within the RePlanIT project. Table 1 presents some of the main
types of data that RePlanIT collects to build DPPs of laptops. As there is not one true and complete
source of data, the data for the DPPs is currently collected manually from laptop manufacturers’
websites, scientific publications, openly available datasets accompanying these publications and
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public datasets produced by well established companies in the sustainability field. The main
sources of data for UC1 are presented in Table 2. The full specification of the data types included
in DPPs of laptops is outlined in the online documentation of the RePlanIT ontology that is
available at: https://kind.io.tudelft.nl/replanit/docs/

Table 5: Example of Data Types for Laptop Use Case

Category

Data Types

Laptop

Brand, Model, Year, Image, Purchase Cost, Current Cost, True Cost,
Device Age, Available Support, Support Cost, Warranty Duration,
Certification Type, Availability

Laptop Components
(hardware and
software)

Battery Type, Battery Capacity, BIOS Chip, Camera Type, Camera
Resolution, Display Size, Display Resolution, Central Processing
Unit (CPU) Type, CPU Load, CPU Capacity, CPU Speed, Graphics
Card Type, Graphics Card Processor, Keyboard Type, Network
Card, Port(s), Slot(s), Speaker(s), Storage Device(s), Hard Drive
(HD) Type, HD Storage Capacity, Ram Size, Rom Size, Video Card
Type, Wireless Card, Sensor Types (Fingerprint, Temperature),
Software, Operating System

Materials

Aluminium Weight, Copper Weight, Glasses Weight, Plastic
Weight, Steel Weight, Metals Weight, Other Material Weight

Sustainability

Circular Process, Circular Process Cause, Circular Process Status,
Energy Consumption, Green House Gas (GHG) emissions during
production, GHG emissions during use time, Material Circularity,
Material Criticality, Product Circularity, Waste, Primary Resource,
Non-Renewable Resources, Renewable Resources

Agent Organisation, Person, Software, Responsibility, Role, Contact
Details, Website
Table 6: Laptop Use Case Data Sources
Source Type

C.W. Babbitt, H. Madaka, S. Althaf, B. Laptop Material Composition

Kasulaitis, E. G. Ryen, Disassembly-
based bill of materials data for
consumer electronic products.
NatureScietific Data 7, 251 (2020).
https://doi.org/10.1038/s41597-020-

0573-9

Dellll Laptop Components, Software and Hardware
Characteristics

Applel2l Laptop Components, Software and Hardware

Characteristics

19



https://kind.io.tudelft.nl/replanit/docs/
https://doi.org/10.1038/s41597-020-0573-9
https://doi.org/10.1038/s41597-020-0573-9
applewebdata://C407D989-74DB-4111-BE5A-989394435228/#_ftn1
applewebdata://C407D989-74DB-4111-BE5A-989394435228/#_ftn2

HPEl

Laptop Components, Software and Hardware
Characteristics

Boaviztald

Sustainability Data, Calculations

Ideal&Col!

Sustainability Data, Calculations

UC2 focused on servers. Two datasets with server performance data were provided. Similarly to UC1, we

focus on servers and their hardware components, material composition and their sustainability
characteristics. In addition, we investigated dynamic properties of servers such as performance metrics

(e.g. energy consumption, CPU utilisation). The main purpose of the dynamic data is to drive machine
learning, namely predictive maintenance into detecting when and under what circumstances a server fails.
Table 3 presents knowledge about servers that we have represented in our RePlanIT ontology. The full

specification of the data is available at

https://kind.io.tudelft.nl/replanit/docs/. The main sources of data for UC2 and examples of scientific

publications we found insightful are presented in Table 4.

Table 7: Example of Data Types for Server Use Case

Category

Data types

Server

Server type — Physical or Virtual, Brand, Model,
Year, Server Generation, Purchase Cost, Current
Cost, True Cost, Device Age, Available Support,
Support Cost, Warranty Duration, Certification
Type, Availability, Devices in Stock

Server Components (hardware and
software)

Virtual machines (VMs) and hosts, CPU,
Software, Operating system

Server Performance Metrics

Observations, VM host, CPU Cache, CPU
Number of Cores, CPU Number of Cores in Use,
Memory Slots, Memory Usage, NVDIMM Rank
and Capacity, Energy Consumption, Total VMs,
Battery Lifetime

Materials

Aluminium Weight, Copper Weight, Glasses
Weight, Plastic Weight, Steel Weight, Metals
Weight, Other Material Weight

Sustainability

Circular Process, Circular Process Cause, Circular
Process Status, Energy Consumption, Green
House Gas (GHG) emissions during production,
GHG emissions during use time, Material
Circularity, = Material  Criticality, = Product
Circularity, Waste, Primary Resource, Non-
Renewable Resources, Renewable Resources

Agent

Organisation, Person, Software, Responsibility,
Role, Contact Details, Website

20
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applewebdata://C407D989-74DB-4111-BE5A-989394435228/#_ftn5
https://kind.io.tudelft.nl/replanit/docs/

Table 8: Server Use Case Data Sources

Source

Type

IT Service Provider 1

Dataset with performance data for servers

IT Service Provider 2

Dataset with performance data for servers

Dell Server Components, Software and
Hardware Characteristics

HP Server Components, Software and
Hardware Characteristics

Boavizta Sustainability Data, Calculations

Ideal&Co Sustainability Data, Calculations

Aliter Knowledge sharing on servers and their

performance

Cao, R, Yu, Z., Marbach, T., Li, J., Wang,
G., & Liu, X. (2018, July). Load prediction
for data centers based on database
service. In 2018 IEEE 42nd annual
computer software and applications
conference

(COMPSAC) (Vol. 1, pp. 728-737). IEEE.

Load prediction for data centers based on
database service

Wang, G., Zhang, L., & Xu, W. (2017,
June). What can we learn from four years
of data center hardware failures?. In 2017
47th Annual IEEE/IFIP International
Conference on Dependable Systems and
Networks (DSN) (pp. 25-36). IEEE.

Insights on data center failures

Ceritos

Knowledge sharing on servers and their
performance

Harryvan, D. H, (2021). The Idle
Coefficients: KPIs to assess energy wasted
in servers and data centers, |IEA 4E
Technology Collaboration Programme
Electronic Devices and Networks Annex
(EDNA)

Data center and server idle coefficient
insights and calculations
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Weckworth, J. (2013). The lack of Insights on data availability, quality,
transparency can be seen as a root cause | process transparency and failures.
of outages and incidents, Available at

https://journal.uptimeinstitute.com/data-
center-outages-incidents-industry-

transparency/, Uptime Institute.

[ https://www.dell.com/nl-nl
21 https://www.apple.com

B1 https://www.hp.com

4] https://www.boavizta.org/en
51 https://www.ideal-co.nl

4.3.2. Data Storage

Currently, the data for the DPPs of laptops and data servers used within the RePlanIT system (see Table 1
and 3) is represented in the form of a knowledge graph, which follows the RePlanIT ontology data
specification. The ontology is stored in a GitHub repository and has been publicly documented with
WIDOCO!2! based on best practices. The data for the DPPs is stored in the GraphDB!! graph database.
Within the scope of the project and its duration, the free version of GraphDB is used. Currently, an
instance of the database runs on a TU Delft server. TU Delft has administrator-level access to the database,
while other project partners have been assigned user/viewer status. The DPPs are also available through
several APIs (see section 1.3). Database back-ups are performed on a monthly basis and with every
iteration of the underlying ontology. Currently, the database stores 0.40 GB of data in a knowledge graph
format.

4.3.3 Data Availability

The RePlanIT ontology is publicly available at https://kind.io.tudelft.nl/replanit/docs/. The
RePlanIT DPPs, which are stored in GraphDB and are the main source of data for RePlanIT are
available through several Application Programming Interfaces (APIs) (see Fig. 1). Currently, the
APIs are only available to project consortium members. However, the APIs will be shared for
scientific purposes such as within scientific publications led by TU Delft for result validation and
scientific collaboration. The UC1 APIs have been documented according to best practices with
Swagger[1] and their specification is publicly available at:
https://app.swaggerhub.com/apis-docs/RePlanIT/RePlanITLaptopDPP/1.0.0

The data for UC2 (data servers) is private based on agreement with the project consortium data
provider. It is stored in a secure database at TU Delft and can be currently accessed for research
purposes only by TU Delft.
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4.3.4 Data Sharing

By utilising Semantic Web technologies, namely ontologies and knowledge graphs, RePlanIT’s
DPPs already support FAIR data principles by design. Table 5 provides details on how each FAIR
principle is achieved at machine and human levels. We have further elaborated on this in our
accepted for publishing scientific paper: Kurteva, A, et al. "Semantic Web and its Role in
Facilitating ICT Data Sharing for the Circular Economy: An Ontology Survey." Semantic Web

journal (2024).
Table 9: RePlaniT's Implementation of FAIR Data Principles

FAIR Principle [ Realisation Technology

Findable Machine-level: Ontologies, as a technology support Ontology,
the discovery of new and traceability of existing Knowledge
information in the ICT and CE domains via the Graph, APls,
interpretation of the URIs defined for each concept. Circular Resource

Planner (Ul)

Human-level: Findability of data is also supported by
the user interface(s) (Uls) developed for RePlanIT.

Accessible Machine-level: Ontologies help integrate disparate Ontology,
silos of data by defining a unified terminology of a Knowledge

domain, which represents all of the involved entities
(people, organisations, software) their specific roles,
access rights etc.

The database is accessible through APIs that are
public.

Human-level: The RePlanIT ontology is openly
available online in GitHub. The ontology has also
been publicly documented. The DPPs can be
exported in various formats (RDF, JSON, JSON-LD,
CSV) through GraphDB’s public SPARQL endpoint.
The RePlanIT’s Uls make the data accessible for non-
expert users as well.

Graph, APls,
Circular Resource
Planner (Ul)

Interoperable

Machine-level: Ontologies transform unstructured
data into information through the use of Resource
Description Framework (RDF) triples and URIs and
represent it in a machine interoperable format.

Ontology,
Knowledge
Graph, APls, User
Interface
(Circular
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Human-level: The RePlanIT’s Uls make the data Resource
understandable for non-expert users as it provides an | Planner)
overview of it and insights derived fromitin a
graphical format.

Reusable Machine-level: The RePlanIT ontology is used as a Ontology,
standard unified data model within the project to Knowledge
showcase (in one place) what data is used and is Graph, APls, User
needed for specific processing (e.g predictive- Interface
maintenance). This supports and simplifies data (Circular
reuse for collaboration in and outside an Resource

organisation. The ontology itself is publicly available, | Planner)
which allows for its wider reuse and extension by the
scientific community and industry.

Human-level: The RePlanIT’s Uls further supports the
DPPs reuse by humans. The data from DPPs can be
reused for different sustainability calculations that
are made visible to humans on the Ul.

4.3.5 Legal and Privacy Considerations

Currently, Laptop Use Case (UC1) prototype collects, stores and processes non-personal data. All
of the data that has been collected in protoype is sourced from online resources that are publicly
available and do not contain personally identifiable information (PIl) (as defined by the General
Data Protection Regulation (GDPR)’s [1] Article 4(1)).

Data for Server Use Case (UC2) is private and cannot be made publicly available as per the
agreement between the project consortium members. A metadata scheme presenting the types
of data in the data set will be provided in support of open science principles.

In the future, if the DPPs and the Ul are to be integrated within an organisation’s system, the
data that is collected will most likely qualify as personal — each laptop is associated with an
individual thus one of the six legal bases for GDPR (Art. 6) compliant data processing needs to be
met. In such future cases each organisation will be responsible for ensuring GDPR compliant data
processing and management. Each organisation will have to implement or extend the current
implementation of its technical and organisational measures that support GDPR compliance.

A more recent legislation that needs to be considered if ML is trained on personal data is the Al
Act, which categorise Al based on its use and the risks associated with it.

[ https://github.com

21 https://dgarijo.github.io/Widoco/doc/tutorial/
31 https://graphdb.ontotext.com

4] https://kind.io.tudelft.nl/replanit/docs/
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4.4 Dynamic Product passport

This section presents background information on the topic, insights gathered from our systematic and in-
depth survey of semantic models for ICT in a CE context and current developments towards RePlanIT’s
DPPs. These developments focus on building the RePlanIT ontology, its utilisation for annotating data (i.e.
building the DPPs) and finally utilisation of the DPPs for machine learning and automated analytics aimed
to support failure prediction. As discussed in this section, two datasets about servers and their
performance were made available to us in the project. Details on their transformation into DPPs, analysis
and ML use are presented in the following subsections.
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Fig 8. From unstructured to structured data with semantics in RePlanIT
3.4.1 Background survey and literature analysis of the domain

The rapid digitisation that we have witnessed in the past few years has resulted in increased Information
and Communications Technology (ICT) hardware manufacturing, which is not sustainable due to the
growing demand for critical materials and the greenhouse emissions associated with it. A solution is to
adopt a circular economy (CE) approach. To facilitate this paradigm shift and boost the data economy and
digital innovation in the field, the European Union has introduced the concept of digital product passports,
which should provide information about a product's lifetime to bring more transparency into supply
chains. Nontheless there are a number of data and process related (not only) technical challenges, which
we summaries below.

e Limited availability, accessibility and interoperability of ICT, materials and Circular Economy (CE)
data across organisations.

e lack of digital infrastructures and tools that support knowledge exchange and interpretation
between sustainability, ICT and technology experts in a standardised human and machine-
readable formats.

e Lack of process transparency and data traceability along supply chains.
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Utilising Semantic Web technologies such as ontologies and knowledge graphs is a possible solution.
Table 10 summarises further the current challenges to circular ICT in relation to FAIR data principles and
maps them to how semantic web technologies can solve them.

Table 10: FAIR Principles, ICT Challenges and the Semantic Web

delivery) are involved in the decision making
process for the implementation of an ICT
environment, which results in knowledge
silos. Only authorised individuals can access
specific data

FAIR Principle ICT and Circular Economy Challenge Semantic Web Solution
Findable Lack of available information and knowledge Ontologies, as a technology, can
about circular solutions among ICT decision- be used to support the dis-
makers. covery of new and traceability
of existing information in
the ICT and CE domains via the
interpretation of the URIs
defined for each concept
Accessible Many departments (e.g. sales, IT, finance, Ontologies help integrate

disparate silos of data by
defining a unified terminology
of a domain, which represents
all of the involved entities
(people, organisations,
software) their specific roles,
access rights etc

Interoperable

It is challenging for a non-expert in the domain
to inter- pret materials and ICT data and make
truly informed and impactful sustainability
decisions.

Ontologies transform data into
information through the use of
RDF triples and URIs and
represent it in a machine inter-
pretable format. This can help
build more intelligent tools
(with artificial intelligence) to
support informed human-
decision making in the CE.

Reusable

Lack of standardisation and documentation that
is pub- licly available. Data from one
silo/department has to be translated and
interpreted when used for other purposes by
another department. For example, data on
existing lap- top types in use by an IT
department of some organisa- tion might be
made available for the purpose of adopting CE
strategies by the procurement department.
However it first needs to be accessed,
interpreted and translated for the purpose of
circular decision making.

An ontology can be used as a
standard unified data model
within an organisation to
showecase (in one place) what
data is used and is needed for
specific processing (e.g
predictive-maintenance). As a
recommendation, an ontol- ogy
should be documented and can
be publicly available to support
its reusability (a recommended
principle for ontol- ogy
engineering) and extension.
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Following this, we conducted an extensive literature review and systematic analysis of ontologies for our
use cases: DPPs of laptops and data servers. The main sources for this survey were peer-reviewed
scientific publications in the CE, ICT and Semantic Web domains, which we identified via Google Scholar,
ACM Digital Library, IEEE Xplore, Scopus and DBLP. A search for resources (e.g. updates on CE’s
standartisaion, definitions) was also performed on the websites of standardisation bodies such as the
British Standards Institution (BSl), the EU Commision, the Internationa Electrotechnical Commission (IEC)
and the International Organisation for Standardisation (ISO). Our survey identified over 20 semantic
models in the ICT, materials and CE domains. We present detailed reviews of each model in terms of
scope, domain and limitations regarding reuse for our work in our publication.

To illustrate the complexity of interlinking the ICT, materials and CE domains we present a graphical
representation on Figure 9 of and ICT device’s life-cycle in terms its life-cycle provenance. An ICT device
(e.g. a laptop) can be represented in terms of the components that it is comprised of. Each component
has provenance information, which is a record of its material, sustainability and physical properties and
changes in them that have occurred as a result of an implemented CE strategy. ICT and materials
provenance and lineage is vital for supporting product lifecycle assessment, establishing responsibility
along the supply chain and for implementing CE strategies such as predictive maintenance.
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Based on this, we derived a set of 59 competency questions that an ontology for ICT DPPs should answer.
The set is available in the appendix of our survey paper. Each one of the identified publicly available
ontologies was analyzed against this set of questions. As discussed in our paper, none of the existing
openly available ontologies thus far offers a full coverage of our use cases. We discuss all the limitations
of the existing work in detail in our paper. Following our findings, we developed the RePlanIT ontology,
which models all necessary data for building DPPs of ICT in a FAIR manner. Details on the ontology are
presented in the next section.

4.4.1 The RePlanIT Ontology for ICT DPPs
Methodology for building the RePlanIT ontology

The overall methodology for building the RePlanIT ontology comprises 8 steps as presented in Figure 10.
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Figure 10: Followed Methodology

The work began with an exploration of the main use case’s scope, namely building DPPs for laptops and
their hardware components, and setting a hypothesis for the types of data that need to be modelled by
the ontology. In the next step, we conducted interviews with 11 experts (over 5 public and private
organisations) from the domains of organizational decision making for the procurement, maintenance,
repair, and disposal of ICT equipment. The domain experts were asked about the existing procedures for
each of these activities, the success or failure of new initiatives to introduce circularity into these
activities, and the experienced or anticipated barriers to that introduction of circularity for each ICT-
related activity. Further details and insights are presented in our paper. Next, we conducted an
extensive literature survey of semantic models for ICT devices, their hardware components, materials
and CE processes. The gathered information on the topic (from the interviews and the literature survey)
led deriving a set of competency questions. The set of questions was refined and used as guidelines for
the data that our ontology needs to represent semantically. The survey further helped identify existing
ontology concepts (classes, data and object properties) that can already be reused within RePlanIT to
answer the approach similar to the one in Schimizu et al. We began by defining high-level concepts (e.g.,
ICT Device, Hardware Component, Materials, CE Strategy, Indicators) that form modules of knowledge
that are interconnected in RePlanlT. For consistency, an "isA" relationship was followed when defining
classes and their sub-classes. Once all concepts for each module were defined, the relationships
interconnecting the modules were specified. The ontology was then evaluated with standard ontology
evaluation tools such as the OntOlogy Pitfall Scanner! (OOPS!), the Pellet and HetmiT reasoners in
Protégé. The evaluation was also performed with the set of predefined competency questions
(presented in Table 6. An iteration of the ontology to fix inconsistencies was performed, followed by
ontology documentation with WIDOCO and its public release.
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These steps comprise the ontology development process. The next sections present an overview of the
main classes that comprise the RePlanIT ontology.

RePlanIT ontology overview

The RePlanIT ontology interlinks the ICT, materials and CE domains to represent machine-readable DPPs
of ICT devices, namely laptops and data servers. Currently, the ontology (Figure 11) comprises of 295
classes, 72 object properties and 143 data properties, reuses concepts from 15 existing ontologies and
defines new ones to represent highly granular DPPs at both device and device component levels.
Further, the ontology represents different types of indicators that can be used to evaluate the economic
and sustainability impact of a device. Figure 11 presents an overview of the main ontology concepts
represented as classes and the relationships between them. A detailed ontology documentation,
presenting descriptions of each class, subclass, object and data properties is available online at
https://kind.io.tudelft.nl/replanit/docs/. The work presented in this section is part of our paper on the
RePlanIT ontology which has been submitted for publication [3] at the Semantic Web journal (leading
computer science journal for the Semantic Web field) and is currently under review.

Figure 11. RePlanIT Ontology Overview
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The concept of an ICT device is at the core of the ontology. As shown on Figure 12, we have represented
three highly manufactured ICT devices — data server, computer (and types such as laptops). Specific ICT
characteristics such as model, device weight, age, assembly number and serial number, which are
subject to change through the device's lifetime have been represented as data properties. Each device
has several hardware components, each with its specification (e.g. functional, sustainability and material
characteristics). Information on this is presented in the next subsection.
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Figure 12. Class ICT Device
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Class Hardware Component

The class Hardware Component (Figure 13) represents different types of hardware components that ICT
devices such as laptops and data servers comprise of. To represent various hardware components and
adhere to best practices for ontology engineering, several concepts (classes) from existing ontologies
were used.

Figure 13. Class Hardware Component
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Class Materials

To represent a classification of the different types of materials that can and are often used for the
manufacturing of ICT devices, the class Material and its subclasses (e.g., Polymers, Metals, Glasses) have
been reused (see Figure 14). RePlanIT expends the class matonto:Metals by defining specific types of
metals (alloys such as brass, ferrous such as iron and non-ferous such as aluminium, copper etc.). An ICT
device's material composition and material weight can be represented at both device and hardware
component levels through the relationship hasMaterialComposition and specific data properties such as
the weight of the material. An important property of a material is its recyclability (i.e. if a material is
recyclable or not). This information can be recorded via the data property MaterialRecyclability of type
boolean (either yes or no). To represent the content of each recycled material in a device specific data
properties such as AluminiumRecycledContent, CopperRecycledContent can be used.

Figure 14. Class Materials
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Class Circular Economy (CE) Strategy

The concept of a CE is represented through the processes (or strategies) (see Figure 15) of Maintenance,
Recycling, Remanufacturing, Refurbishment, Recovery, Repair, Reuse that can be adopted for an ICT device
to prolong its lifetime. Differentiating between a recommended (e.g. by Al or a CE expert) and used CE
strategies, can be done by utilising the object properties isRecommendedCircularStartegy and
usedCircularStartegy. To support the explainability and transparency of decision-making (e.g. using a
specific CE) the class Reason has been defined. A CE strategy can be linked to a specific reason such as
contract end, damage, support end and failure, by utilising the object property dueToReason. The
ontology represents several types of reasons such as contract end, damage, support end and failure,
which were highlighted in our interviews with domain experts and ICT procurers as most common reasons
such as contract end, damage, support end and failure, which were highlighted in our interviews with
domain experts and ICT procurers as most common reasons [see publication by Kate McMahon].
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Figure 15. Class Circular Strategy
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Class Indicators

To support users (e.g., sustainability experts, ICT procurers, ICT end users, ICT experts) in evaluating the
sustainability, functionality and economic effects of an ICT device and its components, we have
represented several types of indicators (Figure 16) which were derived based on interviews with end
users and a literature survey. Functional indicators refer to functional characteristics of ICT devices that
are of importance during procurement processes. Examples of these include the memory (in terms of
RAMSize and ROMSize), the capacity, weight and lifetime of a battery, camera pixels, CPU load and
speed. The monetary cost of a CE strategy, ICT device's purchase cost (brand new device) and current
cost (device cost after CE strategy has been applied) are categorised as economic indicators. The true
cost, defined as the sum of the purchase cost, greenhouse gas production and greenhouse gas use and
the warranty duration also fall into this category. Last but not least, 27 (counting classes and subclasses)
sustainability indicators have been identified and represented. Among these indicators are
EnergyConsumption, MaterialCircularity, GreenHouseGassEmissions etc. produced during the
manufacturing, use, distribution of a device and the produced Waste. Each indicator is measured with a
specific unit. This is captured via the indicator's object property hasMeasurementUnit that links to the
class Unit class (see Figure 17).
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Figure 16. Class Indicator
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Figure 17. Class Unit (for Measurements)
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Evaluation of the ontology according to best practices

The RePlanIT ontology was evaluated following best practices for ontology evaluation - against a set of
competency questions based on an extensive literature survey and interviews with experts from the
sustainability and ICT domains in the context of the use case, with the OOPS! ontology pitfall scanner
throughout its development and with the HermiT and Pellet reasoners in Protégé. The validation with
OOPS! was carried out iteratively throughout the ontology engineering process. The ontology was
validated through its successful utilisation for (i) building a knowledge graph of ICT DPPs as presented in
the next section and (ii) by designing and implementing a Ul, which utilises the knowledge graph based
DPPs to support more sustainable ICT procurement in companies.

Last but not least, RePlanIT not only reuses but also has already been reused for alighment with other
existing ontologies to enable semantic interoperability between data spaces for CE's monitoring. Reuse
itself is a common good practice for ontology engineering. Our work not only reuses existing ontologies
but it is also already reused by the DATAPIPE project for aligning the batteries and electronics domains
via the FEDeRATED upper-level ontology.

4.4.2 The RePlanIT Knowledge Graph (KG) of ICT DPPs

In this section we outline how the RePlanIT ontology is used to build DPPs of ICT which are stored in a
knowledge graph (i.e. linked data format). All DPPs that we have created are stored in the GraphDB
database that supports knowledge graph formatted data and are available through several APIs. Details
are presented next.

The RePlanIT ontology is used as a schema for a knowledge graph, which comprises a total of 129 DPPs
of (new, refurbished and repaired) laptops from different brands (commonly used by companies in the
Netherlands). The DPPs modelled as knowledge graphs, store information about the laptop’s hardware
components and their functional characteristics, material composition, circular strategy history, and
functional, economic and sustainability indicators that support decision-making. The DPPs were
manually annotated with predefined SPARQL queries. The main data sources for the DPPs were laptop
manufacturer’s websites, open-source scientific publications stating material declarations of laptops and
Environmental Product Declarations (EPD). Figure 18 & 19 present a visual example of how a DPP of a
laptop looks like in a knowledge graph format stored in the GraphDB graph database. The source code
version (in RDF format) of a DPP is available in the section 3 of the Appendix.
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Figure 18. Visualisation (1) of a DPP from the KG
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Appendix - Query 1 is a SPARQL query used to create (or insert) a DPP instance in the knowledge graph,
while query 2 is an example of how to query an existing DPP from the knowledge graph.

The DPPs are currently available through several APIs (see Fig X), which have been documented
according to standard with Swagger. DPPs of refurbished ICT devices have information on the utilised
circular strategy (e.g. refurbishment), which is not present in DPPs of new ones. Based on this, separate
APl endpoints have been defined (e.g. NewLaptopDPP and RepairedLaptopDPP) as shown in Figure 20.
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Querying DPPs is unrestricted, however, inserting new laptop DPPs can be performed by only authorised
agents (based on the bearer12 authentication mechanism). Implementation details on the APIs and the
knowledge graph itself (e.g., SPARQL queries, ICT device IDs for testing and DPP visualisation examples)
are available in GitHub.

Currently, the knowledge graph consists of 31,776 total statements and utilises 0.40 GB of memory. For
reference, on average (based on 10 runs with GraphDB’s SPARQL EndPoint), inserting a laptop’s DPP
takes approximately 0.4s (new), and 0.6s (refurbished), while querying full DPP takes ap-

proximately 0.4s (new), and 0.8s (refurbished). Inserting and querying a refurbished laptop’s DPP takes
longer due to the additional information on utilised circular strategies present in it and not present in a
new laptop’s DPP.

Figure 20. APIs for access to RePlaniT’s knowledge graph-based DPPs
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4.4.3 Utilising the DPPs for machine Learning

This section presents information on data analysis, semi-automated annotation to build DPPs at scale
and machine learning implementation for both data sets. The overall methodology is presented on
Figure 21 below. In summary, as a start, a dataset is analysed in terms of what types of data it contains
and its’s quality) if there are missing values; formatting issues etc.) During this step we also perform
analytics, which have been previously annotated (details on this are presented for each data set below).
This step helps the data scientists to better understand the data and in general how servers are
performing over time based on the information provided. Next, during the ontology alignment stage the
data is mapped to the corresponding classes and subclasses from the RePlanIT ontology. At times, data
types from the provided to us datasets could not be directly mapped to an existing RePlanlT class or
data property. In such cases, we either looked for synonyms or extended the RePlanIT ontology with the
new concepts. Once the data is aligned with concepts from the ontology, semi-automated data
annotation (i.e. assigning URIs to each data point) is performed. Future datasets that follow the
structure of the RePlanIT ontology can support the full automation of the process. This process
transforms the dataset from tabular to linked data format, and more specifically into a knowledge
graph. As discussed in the previous sections, the DPPs are stored in the GraphDB database, which
provides its own SPARQL Rest API for querying. Despite this, to ease the access and reuse to the DPPs,
we also provide public APIs (see https://app.swaggerhub.com/apis-
docs/RePlanIT/RePlanITLaptopDPP/1.2.0#/). Once data has been investigated and annotated to build
the DPPs, the next step is its utilisation for machine learning. Both supervised and unsupervised learning
were explored for each dataset.

Fig. 21 Machine Learning Process Workflow
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To implement the abovementioned steps (i.e. analytics and annotations) we utilise the Python (version
3.9.7) programming language and the NumPy, matplotlib and RDFlib libraries. The implementation was
done in the Visual Studio (Vscode) and Jupiter Notebook (for the ML part) environments.

Details on the analysis and use of machine learning for each dataset are presented next.
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Dataset 1
Data Analysis
Dataset 1 contains performance data about 1 data center with 140 data servers, recorded every

15 min over 3 months (private dataset). The data set contains the following types of
performance data per server:

Server ID, date and time, number of virtual machines running, CPU performance, memory usage,
energy consumption and hardware status (e.g. red, green, yellow)

Using Python, we automate statistics such as server and data center idle coefficient (SIC and DCIC
respectively), average energy usage, CPU and memory usage, total VMs and hardware runtime
hours per server and data center. The SIC is “absence of work, idleness, to indicate when server
resources are not being used effectively"
[https://www.rvo.nl/sites/default/files/2021/01/Rapport%20LEAP _EN _TG.pdf]. As defined by
the EDNA Annex (Electronic Devices and Networks Annex) of the 4E TCP in [https://www.iea-
4e.org/wp-content/uploads/2021/10/Server-ldle-Coefficients-FINAL-1.pdf], SIC and DCIC can be
calculated as follows:

Server Energy (Idle) o DCIC = Y.Server Energy (Idle) o
- = x 100%
SIC Server Energy (total) 2 100 A Y.Server Energy (total) 2

For source code of the implementation refer to the following files:

MinMax_Efficient_EnergyUsage.py
AverageServerEfficiency.py
TotalServerkEfficiency.py
Status_Analysis.py

Insights:

Based on average power consumption over 3 months

e Top 10 lowest power usage servers:
hostname power usage
30373237-3132-5a43-3335-33384432564d -> 198kwHr
30373237-3132-5a43-3335-323059323934
31333138-3839-5a43-3237-313530363356
30373237-3132-5a43-3335-30314c41534d
4c4c4544-0057-4c10-8035-c6c04£545932
4c4c4544-0037-4¢10-8051-c7c04£5a5832
4c4c4544-0050-5710-804a-c7c04f475132
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4c4c4544-005a-4810-8047-b3c04£5a4732
4c4c4544-005a-4710-8046-b3c04f5a4732
4c4c4544-005a-4710-804¢c-b3c04f5a4732 -> 240kwHr

e Top 10 highest power usage servers:

hostname power usage
4c4c4544-0059-3710-804e-b1c041325432 ->364kwHr
4c4c4544-0050-5910-8047-c7c04£475132
4c4c4544-0032-4210-8057-c7c04£505832
4c4c4544-0058-5710-804e-b1c04£325432
4c4c4544-0032-4210-8057-c6c04£505832
4c4c4544-0032-4210-8057-c3c04£505832
4c4c4544-0032-4210-8057-c8c04£505832
4c4c4544-0059-3810-8052-b1c04£325432
4c4c4544-0050-4710-8054-b9c0414e5832 ->402kwHr

Based on server idle coefficient (SIC) for power usage over 3 months. We store all SIC values in the file
“SIC_Servers.py”, while a graphical visualisation is presented in “Server CPU_Power_ Plots.pdf”

e Top 10 servers with lowest SIC:

4c4c4544-0038-4310-8050-b7c041345832
4c4c4544-0059-3710-8050-b1c04£325432
4c4c4544-0044-5310-8030-cac04£304432
4c4c4544-005a-4710-804¢c-b3c04f5a4732
4c4c4544-0032-4210-8057-b9c04£505832
4c4c4544-0059-3610-8051-b1c041325432
35393050-3432-5a43-3239-343230423157
4c4c4544-0052-4210-8044-b3c0415a4732
4c4c4544-0052-4410-8048-b3c0415a4732
4c4c4544-0057-4310-8050-c8c041374a32

e Top 10 servers with highest SIC:

4c4c4544-0050-5910-8047-c7c04f475132
4c4c4544-0059-3810-8050-b1c041325432
4c4c4544-0050-5910-8046-c7c04f475132
4c4c4544-0033-4210-8057-b2c04£505832
4c4c4544-0032-4210-8057-cac04£505832
4c4c4544-0032-4210-8057-c3c04£505832
4c4c4544-0032-4210-8057-c8c04£505832
4c4c4544-0058-5710-804e-b1c04£325432
4c4c4544-0050-4710-8054-b9c0414e5832
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Data center SIC is 7.282101179227844¢-13
(equals to 0.0000000000007282101179227844)

Top 10 servers with most flags:
These also have encountered "red" and "yellow" flags

hostname status, number of times
4c4c4544-0059-3410-804d-b1c041325432, green,4471
4c4c4544-0032-4210-8057-c8c041505832, green,4471
4c4c4544-0051-4710-8054-b3c0414e5832, green,4471
4c4c4544-0039-4d10-8056-cac04f374a32, green,4471
4c4c4544-0050-4a10-8031-b6c04£343233, green,4470
4c4c4544-0057-3910-8057-c8c041374a32, green,4470
4c4c4544-0059-3810-8051-b1c041325432, green,4470
4c4c4544-0030-5910-804b-b3c041363133, green,4470
4c4c4544-0032-4210-8057-b9c041505832, green,4470
4c4c4544-0059-3610-8051-b1c041325432, green,4470

Some servers do not have "red" and "yellow" flags (see below):

30373237-3132-5a43-3335-323059323934 -> also in top 10 servers with lowest power usage
30373237-3132-5a43-3335-33384432564d -> also in top 10 servers with lowest power usage
31333138-3839-5a43-3236-333730344730
31333138-3839-5a43-3236-343130394642

Top 10 servers with most red flags: -> these are servers to pay more attention

hostname status, number of times
4c4c4544-005a-4710-804c-b3c04f5a4732, red, 1068 -> also in top 10 lowest power usage
4c4¢4544-0050-4710-8054-c6c0414¢5832, red, 152
30373237-3132-5a43-3335-323059323856, red, 145
31333138-3839-5a43-3237-313530363356, red,145 -> also in top 10 lowest power usage
35393050-3432-5a43-3239-343230423157, red, 85
4c4c4544-0057-4610-8051-c8c041374a32, red, 80
4c4¢4544-0057-4410-8050-c8c041374a32, red, 80
4c4c4544-0052-4210-8044-b3c0415a4732, red, 44
4c4c4544-0044-5210-8054-cac04f4d3632, red, 44
4c4c4544-0044-5210-805a-cac041574432, red, 44

Missing data for several servers (c.g. 4c4c4544-0052-4710-804b-b3¢c04f5a4732) when in red at
any time, which hinders further research.

Day of the week with the least and most red flags:

(For the top 10 servers with most red flags)
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(highest number of red flags is the highest)
Thursday (least number of red flags)

As prevention, on Friday (or last working day if it is Saturday) a status check of the servers can
be made so Sunday “red flags” are minimised.

Hardware runtime hours till a red flag is encountered (for the top 10 servers with the most
red flags):

Runtime hours till a red flag is 1st encountered (in days):

30373237-3132-5a43-3335-323059323856  88.250000
31333138-3839-5a43-3237-313530363356  64.000000
35393050-3432-5a43-3239-343230423157  0.041667
4c4c4544-0044-5210-805a-cac04£574432  140.875000
4c4c4544-0050-4710-8054-c6c04f4e5832  46.875000
4c4c4544-0052-4210-8044-b3c0415a4732  140.916667
4c4c4544-0052-4710-804b-b3c0415a4732  140.958333
4c4c4544-0057-4410-8050-c8c04f374a32  0.041667
4c4c4544-0057-4610-8051-c8c04f374a32  0.041667
4c4c4544-005a-4710-804¢c-b3c04£5a4732  0.041667

Average runtime hours before a red flag: 62 days

Duration in red status for each server (in hours):

Duration in red:
30373237-3132-5a43-3335-323059323856  72.0
31333138-3839-5a43-3237-313530363356  72.0
35393050-3432-5a43-3239-343230423157  28.0
4c4c4544-0044-5210-805a-cac04f574432  NaN
4c4c4544-0050-4710-8054-c6c04f4e5832  NaN
4c4c4544-0052-4210-8044-b3c0415a4732  NaN
4c4c4544-0052-4710-804b-b3c0415a4732  NaN
4c4c4544-0057-4410-8050-c8c04f374a32  NaN
4c4c4544-0057-4610-8051-c8c04f374a32  NaN
4c4c4544-005a-4710-804c-b3c04f5a4732  1926.0 -> 80 days

Average duration of a red: 524.5 hours (almost 22 days)
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Ontology Alignment

Dataset 1 introduced several new types of data that were not initially present in the RePlanIT
ontology. This led to extending the ontology. More specifically, we added the following:
o Classes: ObservationRecord and PoweredOn,; PoweredOff; Unknown (all subclasses of
Status)
e Object properties: associatedObservation; isObservationOf
e Data properties: VM _Total; HardwareRunTimeHours; StatusCode

DPP Knowledge Graph Generation

As shown on Figure 22 below, a DPP of an ICT device comprises of static and dynamic data parts.
The static data is found through manufacturers websites; material databases and publications and
represents the functional and material characteristics of a device. The dynamic, on the other
hand, comprises of real-world performance data that is highly changeable (i.e. dynamic) with
time. Such types of data are energy consumption, CPU and memory utilisation, encountered
errors etc. Due to the time-series type of data in dataset 1 and the ReplanIT ontology specification,
we have deiced to represent the specific performance measurements per device as at a specific
date and time as an individual observation record. This will allow to preserve the context in which
errors occured when data is analysed and used by ML. As an example, one can say that a device
has several observation records, where each record is unique and stores data about several
performance observations and measurements at a specific time. This architecture has been
adopted for both dataset 1 and dataset 2 (discussed later on in this section).

Fig 22. High-level architecture of the DPPs — static and dynamic data components
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To transform the dataset from tabular to linked data, we utilise the the RDFlib Python library and
specify the URIs (or namespaces as presented below) that should be inserted in front of each data
point. The process is semi-automated as it requires a human to 1°* map each column to a URI from
the RePlanIT ontology.

For example, we define the namespaces for each colums as follows:

data_server=Namespace ( http://www. semanticweb. org/RePlanIT/ICDevice/DataServer/” )
timeStamp=Namespace (" http://www. semanticweb. org/RePlanIT/DateTime/” )
vin_total=Namespace (" http://www. semanticweb. org/RePlanIT/VMTotal/’)
hardware_powerstate=Namespace ( http://www. semanticweb. org/RePlanIT/Status/InProgress’)
hardware_overallstate=Namespace (" http://www. semanticweb. org/RePlanIT/StatusCode/ )
hardware_runtime_hours=Namespace (" http://www. semanticweb. org/RePlanIT/HardwareRunTimeH
ours/”)
usage_power_watt=Namespace ( http://www. semanticweb. org/RePlanIT/EnergyConsumption/’ )
usage_cpu_percentage=Namespace ( http://www. semanticweb. org/RePlanIT/CPULoad/’ )
usage_mem_percentage=Namespace ( http://www. semanticweb. org/RePlanIT/MemoryUsage/ )
unknownStatus=NameError (" http://www. semanticweb. org/RePlanIT/Status/Unknown’ )
partOfObservationRecord=Namespace (" http://www. semanticweb. org/RePlanIT/PartOfObservati
onRecord/’)

And iterate over the whole dataset to insert the corresponding URIs to each data point in each
column:

for index, row in df.iterrows():
g. add ((URIRef (observationRecord+row[’ uuid’ ]), URIRef (timeStamp)
Literal (row[’ Timestamp’ ], datatype=XSD. dateTimeStamp)))
g. add ((URIRef (data_server+row[ hostname’]),
URIRef (associatedObservation), (URIRef (observationRecord+row[ uuid ]))))
g. add ((URIRef (observationRecord+row[ uuid’ ]), URIRef (vm_total),
Literal (row[ VMtotal’ ], datatype=XSD. int)))
g. add ((URIRef (URIRef (observationRecord+row[ uuid’ ])),
URIRef (hardware_overallstate), Literal (row[’ Hardwareoverallstatus’ ],
datatype=XSD. string)))
g. add ((URIRef (URIRef (observationRecord+row[ uuid’ ])),
URIRef (hardware_runtime_hours), Literal (row[ Hardwareruntimehours’ ],
datatype=XSD. float)))
g. add ((URIRef (URIRef (observationRecord+row[ uuid’ ])), URIRef (usage_power_watt),
Literal (row[’ Usagepowerwatt’ ], datatype=XSD.float)))
g. add ((URIRef (URIRef (observationRecord+row[ uuid ])),
URIRef (usage_cpu_percentage), Literal (row[ Usagecpupercentage’ ]
datatype=XSD. float)))
g. add ((URIRef (URIRef (observationRecord+row[ uuid ])),
URIRef (usage_mem_percentage), Literal (row[ Usagemempercentage’ ]
datatype=XSD. float)))
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The result of this is the data represented as a knowledge graph (see below).

<http://www. semanticweb. org/RePlanIT/ICDevice/DataServer/30373237-3132-5a43-3335—
